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Abstract—This paper proposes a novel matched filter opti-
mization based approach to improve secrecy in a communication
among two legitimate users. The presented optimization scheme,
named as QoS-based filter design, minimizes the stop-band atten-
uation and uses quality-of-service constraints on the legitimate
receiver and an eavesdropper. The resulting problem is relaxed
to a convex problem. The filter coefficients are optimal regarding
the legitimate receiver’s matched filter auto-correlation function,
however, it results in a sub-optimal filter for the eavesdropper
secrecy constraints. Therefore, an additional post-processing is
developed to match the secrecy constraints.

Index Terms—TFilter design, convex optimization, secrecy,
matched filter.

I. INTRODUCTION

Traditional security techniques are applied at higher layers
of the communication model. Following the seminal work of
[1], researchers started investigating Layer 1 (physical layer)
based techniques. These techniques mainly target to improve
the secrecy of the system, working in a complementary fashion
with Layer 2 and Layer 3 approaches. In this paper, we
propose a novel Layer 1 approach that increases the secrecy of
the communication system via optimizing the filter coefficients
of the legitimate nodes.

A. Related Work

A secure communication link among two legitimate users
(Alice and Bob) with the existence of an eavesdropper (Eve)
can be achieved by sharing a secret key among the legitimate
users secretly from the eavesdropper [2]. In these approaches,
using secret keys, the eavesdropper receives cipher-text con-
taining all information about the encrypted message.

Another approach is the maximization of the secrecy capac-
ity [1], by increasing the interference to Eve or minimizing the
eavesdropper’s signal-to-interference-plus-noise ratio (SINR).
This can be achieved by location-based techniques such as
optimization of the precoding or beamforming vectors to
increase the received signal power at the legitimate user, while
jointly reducing the received signal power at the eavesdropper
[3]-[5]. Other approaches are based on the generation of
artificial interference (AI) to increase the interference at the
eavesdropper [6]-[9] and our previous works [10], [11]. The
authors of [12] propose a joint design of precoding and receive
filters for a MIMO system. However, all these approaches need
the knowledge of the eavesdropper channel. Unfortunately, the

eavesdropper will usually be a passive user. Hence, in most
of the applications, the channel of the eavesdropper will be
unknown. In this paper, we target such cases and show that
by optimizing the filter, the secrecy level of the communication
can be improved.

In order to increase the secrecy capacity, the authors of [13],
[14] propose coding schemes for the transmit filter. In [13],
the legitimate users share a key in form of a filter which is
unknown by Eve. Compared to the conventional symmetric
encryption, where the eavesdropper receives the cipher-text
containing all information about the encrypted message, the
approaches of [13], [14] avoid a reception of an encrypted
signal at the eavesdropper side. The design of the secret filter
is based on a scrambling like coding scheme. However, the
authors do not present an optimization of this filter regarding
different design criteria.

A transmit and the corresponding matched receive filter
should satisfy the Nyquist criteria to minimize the inter-
symbol interference which results in a set of constraints in
the resulting optimization problem [15], [16]. The authors
of [16] propose a scheme to design orthogonal wave-forms
with matched filters in a multiuser scenario. The inter-symbol
interference, defined by the auto-correlation function and the
co-channel interference, defined by the cross-correlation, is
minimized.

B. Contribution

We propose a novel filter design maximizing the stop-band
attenuation of the matched filter and a methodology satisfying
the matched filter constraints for the legitimate user and the
secrecy constraints against the eavesdropper.

Figure 1 shows two different approaches for PHY-layer
security. If the channel state information (CSI) of the eaves-
dropper is available (left branch), e.g., location-based methods
can achieve secrecy based on Eve’s CSI. However, an eaves-
dropper is usually a passive user, consequently, no CSI of
Eve is known. Therefore, this paper proposes a matched filter
optimization, where no CSI is required.

Figure 2 depicts the concept of the proposed idea. Alice
and Bob use the same optimizer to design their matched filter
with the coefficients x. The optimization is unique regarding
the matched filter coefficients x for Alice and Bob, due to the
deterministic convex optimization technique. If the solution is
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Fig. 1: Concepts of PHY-layer secrecy.
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Fig. 2: Idea of the proposed method.

not unique, the filter is not guaranteed to be a matched filter.
Eve uses her own receive filter y. However, Eve could be able
to estimate the matched filter after some time. Therefore, the
system must be adaptive and self-optimizing. Bob and Alice
must continuously optimize and update x. The optimization
is based on the worst-case assumption that Eve correctly
estimates the previous x, hence y « x. The optimization at
Alice and Bob then targets to update a filter x such that the
inter-symbol interference at Eve is maximized.

The paper is organized as follows: Section II defines the
signal model. Section III introduces two possible optimization
problems to design matched filters with improved secrecy
and proposes a convex relaxation technique to solve these
problems. Section IV presents an exemplary filter design by
assuming an initial root-raised-cosine filter at Eve’s receiver.
Finally, Section V summarizes the results and Section VI gives
an outlook.

II. SIGNAL MODEL

The signal model is depicted in Fig. 3. We assume real
valued signals and unit norm signal power. Alice transmits the
pulse 2(k) and Bob receives over the channel h (k) the signal
s(k) by using the matched filter z(—k). The eavesdropper
jointly receives the signal over the channel hg (k). Assuming

hi(k)

—»]

» hp(k)

Fig. 3: Bob uses x as the matched receive filter and Eve uses y as a
receive filter. The filter x maximizes the SINR at Bob and minimizes
the SINR at Eve.

that Eve uses a standard root-raised cosine filter with the
impulse response y(—k), she will receive the signal (k). We
desire a design without knowledge of CSI. Furthermore, we
assume that Bob is able to compensate the channel by means
of an equalizer, as frequently used in practice. Then the signal
received at Bob is given by:

s(k) = x"EFx. ¢))

As in [17], the matrix E € RM*N denotes the unit shift
matrix consisting of zeros except on the first lower sub-
diagonal and the matrix E* denotes the k-th power of E.
The vector x is the vector containing all filter coefficients
x = [2(0),2(1),...,z(N—1)]T. With the worst-case assump-
tion that Eve can compensate her channel, we can define the
signal received by the eavesdropper:

r(k) = x"Ety, )

where y = [y(0),y(1),...,y(N—1)]T is the vector containing
all filter coefficients of the filter which is used by Eve. Using
(1), the signal power received by Bob is:

s2(k) = (xTE*x) - (xTE"x) 3)
and the signal power received by Eve can be formulated as
follows:

r’(k) = (x"Ety) - (x"E*y)"

= (x"E'y) - (E'y)"x

_ XTEkny(Ek)TX.
With Y = yyT and V; = E*Y(E*)T, we can simplify the
notation to:

r2(k) = xTVx. 4)

As we can observe from (3), the signal power of Bob can
be formulated in terms of finite auto-correlation sequences
(FAS). However, the signal power received at Eve is a cross-
correlation when x # y. In the following section, we make
use of the cross-correlation in order to increase the secrecy
level of the system.

III. OPTIMIZATION PROBLEMS

This section presents a two step optimization approach.

o Step 1: The QoS-based filter design approach uses signal-
to-interference (SIR) constraints for Bob and Eve, while
the stop-band attenuation is minimized for the matched
filter. The QoS-based filter design can find the optimal



auto-correlation sequence s(k) and the optimal squared
cross-correlation function 72 (k).

e Step 2: The filter design for x of Step 1 is optimal
for s(k), however, sub-optimal for 72(k). Therefore, an
additional post-processing optimization tries to find a
filter x which is optimal for s(k) and 72(k) in a least
squares sense.

A. Step 1: QoS-based Filter Design

This optimization approach searches for the optimal se-
quences s(k) and r2(k). The optimization maximizes the stop-
band attenuation of the matched filter while SIR constraints
for Bob and Eve are satisfied. The SIR constraints can be
formulated as follows. The interference at Eve’s receiver is
given by:

M

M
r2(1- L) = Z xTVypx. ®)
=1 1=1

where M = N/L € N. Note that the interference occurs in
repetitions of L samples. Hence, at multiples of L samples
Bob and Eve detect the received symbol power. Similar, the
interference of Bob is given by:

M M

252(1 <L) = Z(XTEZ'LX)Z. (6)

=1 =1
With (5) and (6), we can state the SIR of Eve as:
2
r2(0) < 1

YE = , < @)
r fil r2(l- L) YQos
and the SIR of Bob is:
s2(0
YB ©) 2> YQos- (8)

YN 2L

Here gos denotes the desired QoS SIR for both Bob and
Eve. Note that we here only consider one half of the auto-
correlation sequence s(k) and the cross-correlation sequence
r(k). The sequence s(k) is symmetric, therefore, we can
ignore one half of the samples in the optimization. For r (k)
we actually need 2N — 1 samples. In this paper, we design
r(k) only for one half of the samples. The second half (N —1)
will generate additional interference which is not considered
in the optimization.

It is often desired to spectrally shape of the signals s(k),
e.g., the filters should have a high stop-band attenuation or a
narrow bandwidth to avoid interference to other systems. The
signal s(k) is a symmetric signal and the spectrum of s(k) is
given by:

N-1
S(w) =s(0)+2 Z s(k) cos(kw). )
k=1

The function (9) is linear in s = [s(0),...,s(N — 1)].
According to [17], s(k) is FAS, if and only if the spectrum is
non-negative S(w) > 0. Assuming By, denotes domain of

the stop-band frequencies and using (8) and (7), the QoS-based
filter design problem can be stated as:

Pi1: 1 =min

/ S(w)dw
x Bstop

st YQos - TQ(O) < r? (1-L),

NE

(10)
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M=

52(()) > YQoS -

s(0) =1. 1

Problem P; is non-convex in general. In the next section,
we propose a convex relaxation technique to approximate the
problem P;.

B. Convex Relaxation

As shown in [17], if f(k) is a FAS, the following Lemma
can be used:

Lemma 1: (Page 334, [17]) The sequence f(k) =
xTEFx = Tr{E*xxT} is a FAS if and only if:

f(k) = Tr{EFX} (11)

for some symmetric matrix X > 0.

Therefore, as in [17], we obtain for (1) the same set if we
ignore the rank-1 constraint X = xx”. Consequently, we can
rewrite (1) as follows:

s(k) = Tr{EFX}. (12)

With (12), we can rewrite all constraints of problem P
as convex constraints. We can also relax the eavesdropper
constraints when we use

r2(k) = xTVix = Tr{V; X} (13)

and relax the non-convex rank-1 constraint X = xx’. Using
these convex relaxations, we can state the following proposi-
tion:

Proposition 1: Introducing a new symmetric matrix vari-
able X, the lower bound of problem P; is given by:

/ S(w)dw
Bstop

M

st YQos - Tr{YX} < ) Te{Vy. X},
=1

Py :n>7(Y) = min
s, X

(14)

M
1> 905+ »_s*(1- L), s°(0) =1,
=1
s(k) = To{E*X} Vk=0,...,N -1,
X = 0.

Proof: Lemma 1 states that the constraints of Bob and
the objective function can be equivalently rewritten as in (12).
Hence, no relaxation is made by this constraint. However,
dropping the rank-1 constraint X = xx’ in Eve’s signal
power in (4) results in a larger feasible set than in the original
problem P;, consequently, the minimum 7; can be smaller than
1. |



C. Step 2: Post-Processing

Due to S(w) > 0, the filter coefficients z(k) can be obtained
by spectral factorization techniques from the FAS s(k) [18],
[19]. In this paper, we used the same technique as in [19].
However, the obtained filter x is only optimal for the sequence
s(k) and sub-optimal for r2(k). This is also problematic if
an iterative filter optimization according to Figure 2 is used,
e.g., a second filter x5 is optimized assuming Eve was able to
estimate the previously optimized filter x;.

A solution x of problem P; will be quasi-optimal for s(k).
If the optimization is unchanged, the same auto-correlation
function s(k) (optimally designed for Bob’s constraints) can be
the result. Consequently, the spectral factorization will result in
the same filter, hence x5 = x;. The same FAS allows different
cross-correlation sequences. The problem lies in finding the
best x which is also optimal for the eavesdropper constraints.

However, an algorithm solving the optimization problem Py
is able to find the sequence 7?(k) which corresponds to one
half (/V) of the 2NV — 1 samples of the cross-correlation. Based
on this information, a post-processing is proposed.

The sequences 77, (k) = Tr{V;X} and s(k) as a result
from Problem P, are quasi optimal. Consequently, this infor-
mation can be used to find a filter which is optimal regarding
the eavesdropper and legitimate user constraints. Hence, the
quadratic constraints

s(k) =x"Efx = fi(x) =xTEfx —s(k) vk (15)
and
r2,(k) =xTVix = gi(x) =xTVix —r2,,(k) Yk (16)

should be satisfied. The constraints (15) and (16) can are
satisfied (in a least squares sense) if the least-squares problem

20 rfmngk x) + fA(x) (17)

is minimized. Problem (17) is an unconstrained non-linear
least-squares problem. This problem is non-convex in general
and the solution depends on the initial value. A good initial
solution x is the result of the spectral factorization of the
FAS s(k). In this paper, the Matlab function Isgnonlin() with a

Levenberg Marquardt algorithm is used to find a local optimal
solution for problem Ps.

I'V. FILTER DESIGN

This section present an example for a filter design with
secrecy. Eve is not able to optimize her filter coefficients. We
assume Eve uses a standard root-raised cosine filter as initial
filter. For the QoS-based filter design P, a length of N =49
samples and an oversampling factor of L = 6 is used. The QoS
SIR is set to Ygos = 16 dB and the pass-bandwidth is 1/4.
Figure 4 depicts the filter coefficients of the initial filter y. The
signal power is maximized at the sampling position 7' (Without
loss of generality, we assume 7' = 0). The optimization of
the problems P; to P; is based on [20] (with SDPT3 and
a medium precision) and the optimization of problem P is
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Fig. 4: Filter coefficients y of t%e root-raised-cosine filter.

solved with the Matlab function Isgnonlin(). The numerical
approximation of the power spectral density S(w) is performed
by N, =4 - N equidistant discrete values of w.

Figures 5 depicts the sequences s?(k) and r2(k) as a result
of a spectral factorization after solving problem P, and post-
processing P and the relaxed sequence ropt( ) =Tr{V;X}.
The solution of the post-processing 72(k) is a least-squares
solution of 72, (k). The solution of s(k) is quasi optimal, how-
ever, s(k) allows multiple solutions for r(k). Consequently,
the relaxed sequence 72, (k) = Tr{V;X} can be different
to the sequence 72(k) = x7 V},x obtained with x after the
spectral factorization of s(k). The post-processing has only a
marginal influence on the FAS s2(k). Figure 6 depicts the FAS
s2(k) after solving problem P and the optimal sequence as
a result of problem P;. For the FAS s(k) multiple sequences
72 (k) are feasible. Note, problem P; can design the FAS s (k)
which is a symmetric sequence based on only N samples. A
cross-correlation is not symmetric. Actually, we need 2N — 1
samples to completely design the cross-correlation. In this
paper, the sequence rgpt(k;) is only designed for N values
and not for the 2N — 1 values. However, a reduction of the
eavesdropper SIR can be already achieved with half of the
samples. P, has also an impact on the objective function.
Figures 7 compares the power spectral density |Sop(w)|? of
P, and |S(w)|? after applying P,. The stop-band attenuation
is decreased after applying P,. The SIR of Bob satisfies
the QoS constraint of vg,s = 16 dB. After solving Po,
the resulting cross-correlation is optimized and close to the
sequence ropt( ) = Tr{V; X}, consequently the SIR of Eve
decreased in this design example.

The Figures 8-10 present the results of sequence of K =4
consecutively designed filters. The filters are optimized ac-
cording to the concept explained in Figure 2. Figure 8 shows
the sequence 72, (k) for the four consecutively designed filters.
In the majority of the cases the post-processing is able to find a
good least squares solution. For the second filter, the sequence
rgpt(k) is not perfectly matched. Finally, Figure 10 depicts
the power spectral densities |S,, (w)|? of the four filters. For
the presented design the eavesdropper SIR vg pp after post-
processing (PP) Py mostly out-performs the eavesdropper SIR
YE,npp Without post-processing (nPP), where x is directly
obtained from the spectral factorization.
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Fig. 5: The sequences s*(k), r*(k) (after spectral factorization and
post-processing), and 72, (k) Tr{V X} for problem P;. The
sampling position is at k = The black vertical lines denote
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Fig. 6: The sequence s° (k) after solving problem P and s2pt (k)
as a solution of problem P:. The sampling position is at £ = 0. The
black vertical lines denote multiples of L.

V. SUMMARY

This paper presents an optimization technique to design
arbitrary matched filters with improved secrecy. Using a set
of different filters, the proposed design can further improve
the secrecy. The optimization is based on convex optimization
with finite auto-correlation sequences which results in globally
optimal solutions regarding the matched filter constraints for
Bob’s filter, which is important due to the independent opti-
mization at Bob and Alice. The optimization is not globally
optimal regarding the constraints on Eve’s received signal
power. Eve’s signal is a finite cross-correlation sequence and
the resulting constraints on Eve’s filter require a convex
relaxation. The optimization can deliver the cross-correlation
sequences, however, not a filter resulting in these cross-
correlation sequences. Therefore, an additional post-processing
can be used to get filter coefficients matching the auto-
correlation sequences of the legitimate user and the cross-
correlation sequences of the eavesdropper.

Fig. 7: Power spectral density |Sopt(w)|” as a solution of problem
P and |S(w)|? with additional post-processing.
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Fig. 8: The sequences r2,(k) optimized according to P; with
post-processing (P2) for four consecutively designed filters and
Tept.m(k) = Tr{V,X} as a solution of problem P;.
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Fig. 9: The sequences s2, (k) optimized according to P; with post-
processing (P2) for four consecutively designed filters. The sampling
position is at £ = 0. The black vertical lines denote multiples of L.

VI. FUTURE WORK

A future work should determine how many consecutively
optimized filters can be generated and what are the limiting pa-
rameters, e.g, band-width, QoS SIR, or filter length. The post-
processing is a difficult non-convex least-squares problem. The
solver is not always able to find a filter which results in desired
cross-correlation sequence (e.g. the second filter in Figure
8). Therefore, the SIR constraints are not satisfied for every
design example. An investigation of improved and also faster
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customized Levenberg-Marquardt methods can result in better
solutions. An alternative optimization approach considering all
samples of the cross-correlation sequence can result in higher
better SIRs for Eve and Bob.

Eve could know the optimizer, therefore, another future
work the use of a pre-shared information set that can be ex-
changed between the legitimate users (similar to an encryption
key). According to this information-set, a filter change period,
randomization constraints, and different initializations can be
determined among Alice and Bob in pseudo-random way.

Another idea is the off-line optimization of a set of filters
and a random number generation system which chooses the
filters at Alice and Bob in the same order. At each time
interval Alice and Bob restarts the transmission with the same
a randomly selected filter which is orthogonal to the previously
optimized filters to ensure, that Eve can not receive a signal
in case she was able to detect one on the previously optimized
filters.

Furthermore, this work can be integrated in new filter-bank
based multi-carrier (FMBC) systems which are considered in
the next generation of wireless communication standards.
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