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Abstract— In this paper, we investigate the convergence be-
havior of code-aided channel estimation, also denoted as joint
iterative channel estimation and decoding. A mutual information
transfer chart is introduced in order to trace the informati on
exchange between channel estimator and decoder throughoutthe
iterative process.

Furthermore, a heuristic concept to improve code-aided chan-
nel estimation is introduced that outperforms the classical con-
cepts and has the major advantage that it allows for accurate
convergence analysis.

I. I NTRODUCTION

In order to cope with challenging synchronization issues
in a low SNR environment, joint iterative synchronization
and decoding is a promising approach to guarantee both,
bandwidth efficiency and high synchronization accuracy [1].
Since the approach is based on feedback from the channel
decoder, it is also referred to as code-aided synchronization.

Existing concepts for code-aided channel estimation typ-
ically rely on a posteriori information that is passed from
the decoder output to the synchronization unit, e.g. [2], in
order to improve the (channel) estimation and, subsequently,
improve the decoding result. However, the question which
type of decoder feedback yields the best results in terms of
the coded BER, is not obvious. The classical approach based
on the expectation maximization (EM) algorithm utilizes a
posteriori decoder feedback [1] as also does the approach
proposed in [3]. Algorithms that are based on factor graphs
(FG) can use extrinsic decoder feedback. Another justification
to use extrinsic feedback is to operate in accordance with
the Turbo principle, since a Turbo decoder also makes use
of extrinsic feedback. Examples for the utilization of a poste-
riori feedback and extrinsic feedback for code-aided channel
estimation are [2],[3] and [4],[5], respectively.

In this paper, we introduce a heuristic type of decoder
feedback which outperforms extrinsic and a posteriori decoder
feedback in terms of the coded BER. It should be stressed that
this is not in contradiction to the EM and the FG framework,
since these frameworks have no claims on optimal convergence
speed and, furthermore, rely on certain approximations.

The focus of this work is the study of convergence
properties of code-aided channel estimation by means of
mutual information transfer charts. Transfer charts are widely
used in the context of the convergence analysis of concatenated
codes [6]. Their applicability to code-aided channel estimation
has already been investigated in e.g. [4] for extrinsic decoder

A. Ispas is now with the Commun. Technology Laboratory, ETH Zürich.
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feedback. For a posteriori feedback, transfer charts have been
produced in [7]. However, there, the synchronizer transfer
function can only be obtained by simulating the whole
iterative system and tracing both its estimation accuracy
(noted asρ in [7]) and the mutual information (noted asIA1

in [7]) throughout its iterations. Then, the transfer function
can be generated based on this knowledge. However, it
is desirable to obtain a prediction of the system behavior
without the need to simulate the whole system.

In this paper, we investigate mutual information charts for
extrinsic, a posteriori and the novel heuristic type of decoder
feedback. We refrain from simulating the iterative system
in order to obtain the transfer characteristics, but rely ona
semi-analytical approach. Therefore, we derive the necessary
probability density functions (pdf) of the log-likelihoodratios
(LLR) at the output of the decoding and the synchronization
unit for the case of imperfect channel state information (CSI).
Furthermore, we show that the prediction of the mutual
information at the synchronizer output for data-aided (initial)
channel estimation, code-aided (iterative) channel estimation
under the assumption of perfect feedback and perfect CSI
can be calculated analytically. It is revealed that a precise
prediction of the system behavior can be obtained when using
the heuristic type of feedback, that was developed within this
work. For the common case of a posteriori decoder feedback,
accurate prediction can not be guaranteed for the general case,
but only for the (important) second iteration.

II. T RANSMISSION SYSTEM

The transmission model considered in this paper is depicted
in Fig. 1. Information bits are grouped into packets ofN bits,
encoded with a convolutional codeC of rate rc, interleaved
(Π) and mapped (M) onto a BPSK modulation alphabet. Pilot
symbols are then periodically inserted into the data symbol
stream and transmitted over a flat Rayleigh fading channel that
is also corrupted by additive white Gaussian noise (AWGN). A
Jakes fading spectrum with normalized maximum Doppler fre-
quencyFd = fdT is assumed, whereT is the symbol duration.

Under the assumption of perfect symbol timing, the received
baseband signal after matched filtering and sampling can be
modeled as

yk = hk · xk + nk, (1)

wherehk is the complex fading coefficient at time instancek
with E

{

|hk|2
}

= σ2
h, xk is the transmitted symbol and

nk is a sample of complex-valued AWGN with independent
real and imaginary part, each having zero-mean and vari-
anceN0/(2Es).
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Figure 1. Transmission System

At receiver side, the received data sample are corrected
with channel estimates that are obtained via a Wiener filter
process [8] and the subsequently demapped coded bits are
deinterleaved and then decoded. As opposed to a classical pilot
symbol assisted system (PSAM) [9], [10], where only pilot
symbols contribute to the channel estimate, data symbols are
fed back from the decoding unit and used to obtain unmod-
ulated received samples - also called channel observations.
The number of channel observations, therefore, increases as
compared to the classical PSAM system and can contribute
to an improved channel estimate that is then used in the next
iteration for correction.

III. C ODE-A IDED CHANNEL ESTIMATION

For code-aided channel estimation, information feedback of
the channel decoder is used in order to estimate the transmitted
symbols and, with the help of these, the channel. However, it
is not straightforward to obtain a (feasible) optimum code-
aided channel estimator. However, for the case of no feedback
from the decoder (initial channel estimation) and the case of
perfect feedback from the decoder, the noise on the channel
observations is Gaussian. Hence, the LMMSE channel estima-
tor is optimum [8]. Therefore, in accordance with e.g. [2], we
here consider LMMSE channel estimation also for the case of
imperfect feedback from the decoder and calculate the filter
coefficients as if the feedback were perfect.

For the observation of the channelh̃k at the data symbol
positions, we then get

h̃k = yk · α̂∗
k = hk · xk · α̂∗

k + nk · α̂∗
k, (2)

whereαk denotes the (soft) estimate of the transmitted symbol
at time instantk, which can be calculated as [1]

αk =
∑

x∈X

x Pr
(

xk = x|y, ĥ
[n−1]
k

)

, (3)

whereĥ
[n−1]
k denotes the channel estimate at time instancek

from the previous iteration. The soft-symbolsαk depend on
the a posteriori probabilitiesPr

(

xk = x|y, ĥ
[n−1]
k

)

. The soft
information provided by the MAP decoder can be used here.
Instead of choosing the a posteriori output of the MAP decoder
as input for the soft-symbol calculation, it is also possible to
use the extrinsic decoder output, as e.g. pursued in [4]. The
extrinsic decoder output LLRs are denoted asL[out,ex]

dec , whereas
the a posteriori decoder output LLRs are denoted asL[out,ap]

dec
in the sequel.

For the (offline) calculation of the Wiener filter coefficients,
in accordance with other published work, we assume perfect

feedback from the decoder. Therefore, the calculation is sim-
ilar as in [9], except that all data symbols are treated like
pilot symbols. The filter length for the iterative estimation is
denoted asf itr

l . Furthermore, it should be mentioned that -
in accordance with [4] - the channel observationh̃k at time
instantk does not contribute to the estimateĥk.

A. EXTpINIT Feedback

We have seen that mainly two options of decoder feedback
exist in the literature: extrinsic feedback and a posteriori
feedback. In this subsection, we introduce a new (heuristic)
type of feedback which outperforms the two other feedback
types in terms of the coded bit error rate.

We propose the following modification: Instead of using
only the extrinsic LLRs, that are present at the output of
the decoder, the LLRs that are present at the output of the
soft-demapper after the very first iteration are added to the
extrinsic values. The composed LLRs are denoted asL[out,EpI]

dec
in the following and we label this feedback type EXTpINIT
feedback. An intuitive motivation for this approach is that
only new ,i.e. extrinsic, information and valuable non-distorted
information form the initial (data-aided) channel estimation is
passed on. Therefore, the iterative receiver can forget previous
erroneous decoder feedback, which is surely an advantage.

Fig. 2 depicts the coded BER versus the pilot spacing for the
three described types of decoder feedback: extrinsic feedback
(circular markers), a posteriori feedback (hexagram markers)
and EXTpINIT feedback (square markers). The results are
depicted after the first, fifth and tenth iteration. The BER for
perfect feedback, which corresponds to the knowledge of all
transmitted symbols and for perfect CSI are represented by
the dashed line and the dashed-dotted line, respectively. The
results reveal that code-aided channel estimation also allows
for accurate results, if the pilot spacing does not obey the
Nyquist rate of the time-variant channel fading process. For
the case of large pilot spacings, we can see that the heuristical
EXTpINIT concept performs best. A posteriori feedback also
works well, but extrinsic feedback is significantly outper-
formed by the two other feedback types. As already stated in
the introduction, the fact that EXTpINIT feedback performs
best is not in contradiction to the theoretical frameworks that
justify extrinsic and a posteriori feedback, respectively, since
these frameworks do not claim optimum convergence speed.

IV. CONVERGENCEANALYSIS

In this section, we present a mutual information transfer
chart that is able to track the convergence of (iterative) code-
aided synchronization.
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= 100

We are interested in tracking the mutual information be-
tween the encoded BPSK symbolX and its corresponding
LLR valueL, that evolves during the iterative process. Under
the assumption thatX =−1 andX =+1 are equally likely and
that p(ξ|X) = p(−ξ| − X) holds, the corresponding mutual
information is given as [6]:

I(X ; L)=1−
∫ ∞

−∞

p(ξ|X = +1) log2 [1 + exp (−ξ)] dξ, (4)

whereξ is the realization of the LLR.
In order to evaluate (4) analytically, it is necessary to know

the pdf of the LLRs. Therefore, we are interested in calculat-
ing p(ξ|x), where x is the BPSK symbol. Note that the results
are straightforward to extend to other modulation schemes.

A. Pdf of LLRs at Synchronizer Output

For a flat Rayleigh fading channel and imperfect CSI,p(ξ|x)
can be obtained as

pL[out]
sync

(ξ|x) =

∫ ∞

0

p(â) pL[out]
sync

(ξ|x, â) dâ, (5)

whereâ is defined as|ĥ|. In order to obtainpL[out]
sync

(ξ|x, â), we
make use of the pdf of the received data sampley given the
LMMSE fading estimatêh

p(y|x, ĥ) =
1

π(σ2
n + σ2

c,p)
· exp

(

−|y − ĥ · x|2
σ2

n + σ2
c,p

)

, (6)

whereσ2
c,p is the variance of the estimation error at positionp

between two adjacent pilot symbols,p ∈ {1, . . . , PS−1}. It is
shown in the first appendix thatpL

[out]
sync

(ξ|x, â) = pL
[out]
sync

(ξ|x, ĥ)
and that it is Gaussian with

pL[out]
sync

(ξ|x, â) = N
(

4 · â2

σ2
n + σ2

c,p

· x,
8 · â2

σ2
n + σ2

c,p

)

. (7)

In case the inverse of the pilot spacing satisfies the Nyquist
rate of the channel process, i.e.PS < 1/(2 · Fd), σ2

c,p

does no longer depend onp, cf. [11], i.e. σ2
c,p = σ2

c for
all p. (This only holds formally for an infinite observation
interval, but is also a valid approximation for finite observation

intervals.) It should be stressed that for the case of initial
LMMSE channel estimation and LMMSE channel estimation
with perfect feedback,σ2

c,p can be calculated analytically. In
case of imperfect feedback, it needs to be approximated. A
suitable approximation is discussed in Section IV-D.2.

Solving (5) with the help of [12] (3.325) yields:

pL
[out]
sync

(ξ|x) =
σ2

n + σ2
c,p

4
√

(

σ2
h − σ2

c,p

)

(σ2
h + σ2

n)

· exp

(

x · ξ
2

− |ξ|
2

√

σ2
h + σ2

n

σ2
h − σ2

c,p

)

. (8)

B. Pdf of LLRs at Decoder Output

In [6], the extrinsic decoder LLRs of a BCJR decoder, e.g. a
log-MAP decoder, are modeled with a Gaussian pdf according
to

pL
[out,ex]
dec

(ξ|x) = N
(

(σext
dec)

2

2
· x, (σext

dec)
2

)

. (9)

Even though this is a very commonly made assumption -
almost all literature on EXIT charts relies on this - it is not
necessarily true, especially not if the decoder input results
from a fading channel.

However, to the best of our knowledge, this is the best
available model in the literature. Therefore, we also choose to
approximate the pdf for the extrinsic decoder feedback by (9).
For the case of EXTpINIT decoder feedback, the addition of
the LLRs after the very first iteration, can be considered a
static input into the synchronizer unit. It is, therefore, not
necessary to consider it during the tracking of the mutual
information, since it is constant throughout the iterations.
Therefore, we can make use of (9) for convergence analysis.

The interesting question is now regarding the pdf ofL[out,ap]
dec .

Due to the characteristic of extrinsic information, in accor-
dance with e.g. [13], the extrinsic decoder LLRsL[out,ex]

dec can
be assumed to be independent of the interleaved synchro-
nizer output LLRsL[out]

sync. Therefore, we can compute the
pdf p

L
[out,ap]
dec

(ξ|x) from (8) and (9) as

p
L

[out,ap]
dec

(ξ|x) = pL
[out]
sync

(ξ|x) ∗ pL
[out,ex]
dec

(ξ|x), (10)

where ∗ denotes the convolution. The evaluation of (10)
requires a lot of algebra. Due to space constraints, we just
give the result:

p
L

[out,ap]
dec

(ξ|x) =
f

2
exp

(

(σext
dec)

2

2

(

g2 − 1

4

)

+
x · ξ
2

)

·
[

exp (gξ) erfc

(

σext
dec√
2

g +
ξ√

2σext
dec

)

+ exp (−gξ) erfc

(

σext
dec√
2

g − ξ√
2σext

dec

)]

, (11)

with

f =
σ2

n + σ2
c,p

4
√

(σ2
h + σ2

n)(σ2
h − σ2

c,p)
and g =

1

2

√

σ2
h + σ2

n

σ2
h − σ2

c,p

.



The structure of (11) is similar to the result given in [6],
Eq. (45) for perfect CSI. In order to further demonstrate the
correctness of (11) and the validity of the assumption made
in (9) and (10), please refer to Fig. 3.
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Figure 3. Pdf ofL[out,ap]
dec ; N = 2.5 · 105, Fd = 0.02, PS = 50,

Eb/N0 = 4 dB, (5, 7)8 systematic code,rc = 1/2, f ini
l

= 10

C. Obtaining the Decoder Transfer

We obtain the decoder transfer the same way as in, e.g. [13],
i.e. assuming the LLRs at the decoder input to be Gaussian
distributed. Even though this is not true, cf. (8), this simpli-
fication has been widely used in the literature. Results not
depicted here reveal that the decoder transfers for both cases
almost coincide. The Gaussian assumption has the advantage
that the decoder transfer is independent of the channel.

D. Obtaining the Synchronizer Transfer

1) Extrinsic and EXTpINIT Decoder Feedback: In case
we use extrinsic decoder feedback or EXTpINIT decoder
feedback as input to the synchronizer, i.e.L[in]

sync = L[out,ex]
dec or

L[in]
sync = L[out,EpI]

dec , the generation of the input LLRs in order to
evaluate the behavior of the synchronizer transfer is straight-
forward. The extrinsic decoder LLRs are generated as random
variable according to (9). The parameter that determines the
input mutual informationI(X ; L[in]

sync) = I(X ; L[out,ex]
dec ) is the

variance of the extrinsic decoder LLRs(σext
dec)

2. Thus, one
obtainsI(X ; L[out,ex]

dec ) = J((σext
dec)

2) and it follows

(σext
dec)

2 = J−1(I(X ; L[out,ex]
dec )), (12)

whereJ(·) is defined as in [6]. With this result the extrinsic
decoder LLRs can be generated as a function of the input
mutual informationI(X ; L[in]

sync).
2) A posteriori Decoder Feedback: Things get fairly

more complicated for a posteriori decoder feedback. As the
synchronizer input is determined by (11), which depends on
(σext

dec)
2 andσ2

c,p, the relation between(σext
dec)

2 andσ2
c,p needs

to be known. Sinceσ2
c,p depends on the synchronizer output of

the previous iteration, the knowledge of the decoder transfer
is indispensable (cf. Section IV-C) to find the relation between
(σext

dec)
2 andσ2

c,p. Hence, for a posteriori feedback it is impos-
sible to analyze the performance of the synchronization and
decoding unit separately with a two-dimensional transfer chart.

Nevertheless, with the help of the decoder transfer, the
decoder input mutual informationI(X ; L[in]

dec) is obtained from
the synchronizer input mutual informationI(X ; L[in]

sync). For
a given AWGNσ2

n, the synchronizer output of the previous

iteration I(X ; L[in]
dec) = I(X ; L[out]

sync) is a function of σ2
c,p,

i.e. I(X ; L[in]
dec) = J(σ2

c,p).

Instead of calculatingσ2
c,p by inversion, a heuristic model

is used. The major advantage of such a heuristic model is the
possibility to model the MSE as dependent on the positionp
of a data symbol between the two adjacent pilot symbols. If
we had chosen to calculate the inversion, a constantσ2

c,p = σ2
c

would have had to be assumed. The heuristic MSE is modeled
according to

MSE = MSE ini
ana(p) ·

(

MSE itr
ana

MSE ini
ana(p)

)η

, (13)

whereMSE ini
ana(p) andMSE itr

anadenote the analytical MSE for
initial estimation (PSAM) at positionp and the analytical MSE
for the case of perfect feedback. The exponentη is defined as

η =
I(X ; L[in]

dec) − I(X ; L[out,ini]
sync )

I(X ; L
[out,pf]
sync ) − I(X ; L[out,ini]

sync )
, (14)

whereL[out,pf]
sync denotes the synchronizer output LLRs for the

case of perfect decoder feedback andL[out,ini]
sync for the case of

no decoder feedback, respectively. The model is chosen such
that it is exact for the case of no feedback and for the case of
perfect feedback.

The mutual information at the synchronizer input can then
be calculated as

I(X ; L[in]
sync)=I(X ; L[out,ap]

dec )=
1

PS − 1

∑

p

Jp

(

σ2
c,p, (σ

ext
dec)

2
)

,

where

Jp

(

σ2
c,p, (σ

ext
dec)

2
)

= 1 −
∫ ∞

−∞

p
L

[out,ap]
dec

(ξ|X = +1) log2 [1 + exp(−ξ)] dξ

and p
L

[out,ap]
dec

(ξ|X = +1) is defined according to (11). Hence,
the mutual information is calculated for every positionp and
then averaged over all positions.

In order to evaluate the synchronizer transfer, we generate
the random variables that represent input LLRs as follows:

L[in]
sync = L[out,ap]

dec = L[out]
sync + L[out,ex]

dec , (15)

whereL[out]
sync can be modeled according to (17).

The fading estimatêhυ in (17) can be written aŝhυ =
hυ + cυ, where(·)υ denotes the real or imaginary part. It is
shown in the second appendix, thatcυ can be modeled as a
Gaussian random variable according to (21).

To sum up this subsection: It is feasible to approximate
the synchronizer transfer for a posteriori decoder feedback,
but there are a lot of possibly erroneous assumptions, i.e.
correlations between synchronizer and decoder can exist but
are not considered, the channel estimation error is not Gaus-
sian distributed for imperfect decoder feedback, the channel
estimation error is modeled artificially (cf. (13)). Furthermore,
the synchronizer transfer indispensably depends on the de-
coder transfer, which makes its generation complicated and
computationally complex.



V. SIMULATION RESULTS

In this section, we investigate the accuracy of the mutual
information transfer chart developed in Section IV for three
types of decoder feedback.

We investigate the scenario of a flat Rayleigh fading
channel with maximum normalized Doppler spreadFd =
0.02. The spectrum of the channel fading process is de-
termined by the Jakes Model. The pilot spacing is chosen
to PS =20 for extrinsic decoder feedback (obeys Nyquist
rate) and PS =50 for a posteriori decoder feedback and
EXTpINIT feedback (below Nyquist rate). The reason why
a less hostile environment is chosen for extrinsic feedback
is that otherwise convergence could not be observed. The
block length isN = 2.5·105 and Eb/N0 =5 dB. As initial
filter length we choosef ini

l =10 and for the filter length of
the iterative LMMSE filterf itr

l =100. As decoder, we use the
typical maximum-a-posteriori (MAP) decoder. Note that the
parameters are chosen as for the results depicted in Fig. 2 and
that the qualitative behavior of the transfer charts does not
change if other scenarios, e.g. higher SNR, are considered.

The results for the convergence analysis are depicted in
Fig. 4. The dashed lines correspond to the semi-analytical
results for I [out]

dec =0 and I [out]
dec =1, the dashed dotted line

represents the case of perfect CSI. It should be stressed that
these values can also be obtained analytically by making use
of (8) and evaluating (4) (’*’ and ’o’ markers). Note that the
markers perfectly coincide with the dashed and dashed dotted
lines. Let us now first examine the case of extrinsic decoder
feedback (cf. Fig. 4 (a)). The prediction of the system behavior
(transfer functions) matches well the real system behavior(10
trajectories are plotted). However, a closer look reveals small
inaccuracies, where the inaccuracy in the prediction of the
decoder output is due to the reasons given in Section IV-C.
The inaccuracy in the prediction of the synchronizer transfer is
mostly connected to the erroneous assumption of a Gaussian
distributed decoder output. Regarding the case of EXTpINIT
feedback, one can say that despite the small inaccuracy in the
prediction of the decoder output (due to Section IV-C), the
prediction is fairly accurate. Referring to a posteriori decoder
feedback, cf. Fig. 4 (c), the prediction of the synchronizer
output does not work at all, except for the second iteration.
This is due to the erroneous assumptions that needed to be
made in Section IV-D.2. Note that the decoder transfer in
Fig. 4 (c) is different to the two other decoder transfers. This
is due to the fact that in Fig. 4 (c) a-posteriori information
and not extrinsic information is traced.

The results up to now reveal that the prediction of the system
behavior by means of transfer charts works well for extrinsic
decoder feedback and EXTpINIT decoder feedback. Even
though it fails for a posteriori feedback, the method still allows
an accurate prediction for the very important second iteration.
It is the difference between the mutual information after the
first iteration and after the second iterations that triggers the
convergence of code-aided channel estimation. It might not
be possible to predict the number of necessary iterations for a
posteriori feedback accurately, but it is possible to obtain an

indication whether the system converges or not. The results
are depicted in Fig. 5. The predicted gain is normalized to the
maximum achievable gain:

∆Igain,2nd
sync =

I(X ; L[out,2nd]
sync ) − I(X ; L[out,ini]

sync )

I(X ; L[out,pf]
sync ) − I(X ; L[out,ini]

sync )
, (16)

As already mentioned,I(X ; L[out,ini]
sync ) and I(X ; L[out,pf]

sync ) can
be calculated analytically. In Fig. 5 (a) it becomes obvious,
why extrinsic feedback performs so poorly (cf. Fig. 2). The
gain even becomes negative for pilot spacings larger than 25.
Comparing Fig. 5 (b) with Fig. 5 (c) and keeping in mind the
two similar concepts, reveals that the actual system behavior
till the second iteration is the same for EXTpINIT feedback
and a posteriori decoder feedback. However, evidently, pre-
diction works more accurately with the concept introduced in
Section IV-D.1.

VI. CONCLUSION

In this paper, we have investigated code-aided channel
estimation for a flat Rayleigh fading channel. In this context,
we considered two typical types of decoder feedback: extrinsic
and a posteriori. It is shown that a posteriori feedback outper-
forms extrinsic feedback. Additionally, we introduce a third
type of decoder feedback, called EXTpINIT feedback. This
feedback type is heuristical, but outperforms extrinsic and a
posteriori feedback in some scenarios.

In order to trace the convergence of code-aided channel
estimation, we derive the pdf of the synchronizer output and
the decoder output for the case of imperfect CSI. With the
help of these pdfs, it is possible to trace the convergence
behavior for extrinsic and EXTpINIT decoder feedback using
a mutual information transfer chart. It has furthermore been
demonstrated that predicting the convergence behavior fora
posteriori decoder feedback is fairly complicated and, addi-
tionally, fairly inaccurate. It is solely precise for the second
iteration.

Independent of the decoder feedback type, we show that
the mutual information at the synchronizer output for initial
channel estimation, code-aided channel estimation under the
assumption of perfect feedback and perfect CSI can be calcu-
lated analytically.

APPENDIX I
Here, it is shown thatpL[out]

sync
(ξ|x, ĥ)=pL[out]

sync
(ξ|x, â) and that

it is Gaussian. From (6), we get

L[out]
sync = log

p(y|x = +1, ĥ)

p(y|x = −1, ĥ)

=
1

σ2
n + σ2

c,p

(

|y − ĥ|2−|y + ĥ|2
)

=
4

σ2
n + σ2

c,p

ℜ{ĥ∗y}

=
4

σ2
n + σ2

c,p

[

|ĥ|2x + ĥI (−cIx + nI) + ĥQ (−cQx + nQ)
]

(17)

=
4

σ2
n + σ2

c,p

(

|ĥ|2 · x + |ĥ| · nt

)

, (18)

with nt ∼ N
(

0, (σ2
n + σ2

c,p)/2
)

andc denoting the estimation
error. (·)I and (·)Q denote the real and imaginary part of(·).
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Figure 4. Transfer charts;N = 2.5 · 105, Fd = 0.02, Eb/N0 = 5 dB, (5, 7)8 systematic code,rc = 1/2, f ini
l

= 10, f itr
l

= 100, 10 frames
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Figure 5. Gain ofI(X;L[out]
sync) at the 2nd iteration (∆I

gain,2nd
sync ) vs. pilot spacing;

N = 2.5 · 105, Fd = 0.02, Eb/N0 = 5 dB, (5, 7)8 systematic code,rc = 1/2, f ini
l

= 10, f itr
l

= 100

APPENDIX II
The real or imaginary component of the fading estimate can

be written aŝhυ = hυ + cυ. In this appendix, we calculate the
pdf pυ(cυ|hυ). According to Bayes’ rule, we write:

p(cυ|hυ) = p(cυ, hυ)/p(hυ). (19)

p(hυ) is Gaussian distributed with varianceσ2
h/2 and

p(cυ, hυ) is determined by a bivariate Gaussian distribution
with the correlation coefficient:

ρp =
E {cυ · hυ}

√

E {c2
υ} · E {h2

υ}
= 2 · E{cυ · (ĥυ − cυ)}

σc,p · σh

. (20)

Due to the concept of LMMSE channel estimation, (20)
simplifies toρp = −σc,p/σh. Evaluating (19) then yields:

p(cυ|hυ) = N
(

ρphυσc,p

σh

, (1 − ρ2
p)

σ2
c,p

2

)

. (21)

cυ can, therefore, be written as
cυ = −hυ · σ2

c,p/σ2
h + eυ. (22)

In order to make sure thatcυ is appropriately correlated with
its previous/future values, the temporal correlation of the zero-
mean Gaussian random variableeυ is modeled similarly tohυ.
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