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Abstract—In this paper, we investigate the convergence be- feedback. For a posteriori feedback, transfer charts haea b
havior of code-aided channel estimation, also denoted asif@  produced in [7]. However, there, the synchronizer transfer
feratue oannel estivtion and decodng, A muual IOTRNON funcion can only be_obiained by smulating the whole
rans . . . . . .
exchange between channel estimator and decoder throughotiie lterative sy;tem and fracing bOt.h Its e;tlmatlon accuracy
iterative process. (noted asp in [7]) and the mutual information (noted ds,

Furthermore, a heuristic concept to improve code-aided cha- in [7]) throughout its iterations. Then, the transfer fuait
nel estimation is introduced that outperforms the classichkcon- can be generated based on this knowledge. However, it
cepts and has the major advantage that it allows for accurate js desirable to obtain a prediction of the system behavior
convergence analysis. without the need to simulate the whole system.

I. INTRODUCTION In this paper, we investigate mutual information charts for

In order to cope with challenging synchronization issu«fg(t”ns'c’ a posteriori and the novel heuristic type of disro

in a low SNR environment, joint iterative synchronizatio_eedbaCk' We refrain from simulating the iterative system

and decoding is a promising approach to guarantee bofh order to obtain the transfer characteristics, but relyaon
- - . o emi-analytical approach. Therefore, we derive the nacgss
bandwidth efficiency and high synchronization accuracy [1;1r bability density functions (pdf) of the log-likelihoaditios

Since the approach is based on feedback from the chan . o

decoder, it is also referred to as code-aided synchronizati 'tF? a;[hthe OUtpL;t_ of th? dfrcl?ldlng lantdtthg fsynchtr_on:zgtéon
Existing concepts for code-aided channel estimation tyrE[L]lrchrrmsrgaSvieo S'E]O[?,:Iar t?](;tcthaenngresds:':iaolr? %rfmt?qtleonn"lnutual

ically rely on a posteriori information that is passed fro fﬁormation at the synchronizer output for data-aidedtié)

the decoder output to the synchronization unit, e.g. [2], i o ) ) . :
. o annel estimation, code-aided (iterative) channel ediim
order to improve the (channel) estimation and, subseq,uenﬁ der the assumption of perfect feedback and perfect CS|

improve the decoding result. However, the question Whic n be calculated analytically. It is revealed that a peecis
type of decoder feedback yields the best results in terms y Y. P

. ; : diction of the system behavior can be obtained when using
the coded BER, is not obvious. The classical approach ba § - .
on the expectation maximization (EM) algorithm utilizes ﬁ(e heuristic type of feedback, that was developed within th

posteriori decoder feedback [1] as also does the appro rk. For the common case of a posteriori decoder feedback,

proposed in [3]. Algorithms that are based on factor grap %fl:)rr‘?ltefgrret?]'gn(?r?] Cgrr;ar;g zgc%%%rigt;?% ;‘]or the genese) ca
(FG) can use extrinsic decoder feedback. Another justifinat y P '
to use extrinsic feedback is to operate in accordance with Il. TRANSMISSIONSYSTEM

the Turbo principle, since a Turbo decoder also makes Userpg transmission model considered in this paper is depicted
of extrinsic feedback. Examples for the utilization of atees ;, Fig. 1. Information bits are grouped into packets'ofits,
riori feedback and extrinsic feedback for code-aided ckann, - qed with a convolutional codg of rate r.. interleaved

estimation are [2],[3] and [4],[5], respectively. (IT) and mapped.{1) onto a BPSK modulation alphabet. Pilot
In this paper, we introduce a heuristic type of decode{mpols are then periodically inserted into the data symbol
feedback which outperforms extrinsic and a posteriori de€0 gyream and transmitted over a flat Rayleigh fading chanal th
feedback in terms of the coded BER. It should be stressed thal s, corrupted by additive white Gaussian noise (AWGN). A
this is not in contradiction to the EM and the FG frameworkjayes fading spectrum with normalized maximum Doppler fre-
since these frameworks have no claims on optimal CONVeryeREancyF, — f,T is assumed, wher® is the symbol duration.
speed and, furthermore, rely on certain approximations. Under the assumption of perfect symbol timing, the received

The focus of this work is the study of convergencgasepand signal after matched filtering and sampling can be
properties of code-aided channel estimation by means Qfyeled as

mutual information transfer charts. Transfer charts arelyi Yk = hi - Tk + Nk, (1)

used in the context of the convergence analysis of condailénawhereh is the complex fading coefficient at time instarice
codes [6]. Their applicability to code-aided channel eation K P 9

. : ) o with E {|ht|?} = o?, xx is the transmitted symbol and
has already been investigated in e.g. [4] for extrinsic deco ny. is a sample of complex-valued AWGN with independent

A. Ispas is now with the Commun. Technology Laboratory, ET#tih. real and imaginary part, each having zero-mean and vari-
S. Godtmann thanks the Deutsche Telekom Stiftung for itséii support. anceNy/(2Ej).
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Figure 1. Transmission System

At receiver side, the received data sample are correctiegdback from the decoder. Therefore, the calculationnis si
with channel estimates that are obtained via a Wiener filtdar as in [9], except that all data symbols are treated like
process [8] and the subsequently demapped coded bits @itet symbols. The filter length for the iterative estimatits
deinterleaved and then decoded. As opposed to a clasdimial pienoted as li”. Furthermore, it should be mentioned that -
symbol assisted system (PSAM) [9], [10], where only piloh accordance with [4] - the channel observation at time
symbols contribute to the channel estimate, data symbels arstantk does not contribute to the estimétg.
fed back from the decoding unit and used to obtain unmod-
ulated received samples - also called channel observatiofis EXTPINIT Feedback

The number of channel observations, therefore, increases awe have seen that mainly two options of decoder feedback
compared to the classical PSAM system and can contribgigist in the literature: extrinsic feedback and a posterior
to an improved channel estimate that is then used in the ngx¢dback. In this subsection, we introduce a new (heuyistic
iteration for correction. type of feedback which outperforms the two other feedback
types in terms of the coded bit error rate.

We propose the following modification: Instead of using

For code-aided channel estimation, information feedbdck @nly the extrinsic LLRs, that are present at the output of
the channel decoder is used in order to estimate the tralesimithe decoder, the LLRs that are present at the output of the
symbols and, with the help of these, the channel. Howeversift-demapper after the very first iteration are added to the
is not straightforward to obtain a (feasible) optimum cod@xtrinsic values. The composed LLRs are denoted 3§
aided channel estimator. However, for the case of no feddbd@ the following and we label this feedback type EXTpINIT
from the decoder (initial channel estimation) and the cdse fgedback. An intuitive motivation for this approach is that
perfect feedback from the decoder, the noise on the chanfigly new ,i.e. extrinsic, information and valuable nontaiited
observations is Gaussian. Hence, the LMMSE channel estinfiformation form the initial (data-aided) channel estiroatis
tor is optimum [8]. Therefore, in accordance with e.g. [2f wPassed on. Therefore, the iterative receiver can forgetqus
here consider LMMSE channel estimation also for the case ®Foneous decoder feedback, which is surely an advantage.
imperfect feedback from the decoder and calculate the filterFig. 2 depicts the coded BER versus the pilot spacing for the

IIl. CODE-AIDED CHANNEL ESTIMATION

coefficients as if the feedback were perfect. three described types of decoder feedback: extrinsic ssdb
For the observation of the channe} at the data symbol (Circular markers), a posteriori feedback (hexagram najke
positions, we then get and EXTpINIT feedback (square markers). The results are
- depicted after the first, fifth and tenth iteration. The BER fo
hi = yi - &, = hi - 2k - &, + 0 - O, (2)  perfect feedback, which corresponds to the knowledge of all
wherea;, denotes the (soft) estimate of the transmitted symbRnSmitted symbols and for perfect CSI are represented by
at time instantt, which can be calculated as [1] the dashed line and the d_ashed—dotted Imt_e, re_spectlvbb'. T
R results reveal that code-aided channel estimation alswsll
Q= Z T Pr(a:,c = :c|y,h£:_1]) , (3) for accurate results, if the pilot spacing does not obey the
zeX Nyquist rate of the time-variant channel fading process. Fo

the case of large pilot spacings, we can see that the heatisti
: . . eEXTpINIT concept performs best. A posteriori feedback also
from the pre_wo_us |terat_|9h. The soft-symAtﬁ% depend on works well, but extrinsic feedback is significantly outper-
the a posteriori probabilitie®r (. = x|y, ;™). The soft tyrmeqd by the two other feedback types. As already stated in
information provided by the MAP decoder can be used hetge introduction, the fact that EXTpINIT feedback performs

Instead of choosing the a posteriori output of the MAP decodgeg; is not in contradiction to the theoretical frameworiat t
as input for the soft-symbol calculation, it is also possitd ;,,stify extrinsic and a posteriori feedback, respectivelyice

use the exirinsic decoder output, as e.g. purtseg]ed in [4]. se frameworks do not claim optimum convergence speed.
extrinsic decoder output LLRs are denoted 45", whereas

the a posteriori decoder output LLRs are denotei%’ap]

in the sequel. In this section, we present a mutual information transfer
For the (offline) calculation of the Wiener filter coefficisnt chart that is able to track the convergence of (iterativeleco

in accordance with other published work, we assume perfeitied synchronization.

whereiLL”’” denotes the channel estimate at time instanc

IV. CONVERGENCEANALYSIS



intervals.) It should be stressed that for the case of Initia
LMMSE channel estimation and LMMSE channel estimation
with perfect feedbackqf_p can be calculated analytically. In
case of imperfect feedback, it needs to be approximated. A

—o— Extrinsic decoder FB
—— A posteriori decoder F
—a— EXTpINIT decoder FB

[T T

— — — Perfect decoder FB ; - - - ) : g
10t A N B Perfect CSI | suitable approximation is discussed in Section IV-D.2.
/2 Solving (5) with the help of [12] (3.325) yields:
N
& on oo,
PL[;;UHQ(SL’C) =
4\/(0i —02,) (0} +02)
~ z-& ¢ | o} +o2
- _ D j_h  n ) 8
1072} P < 2 2\ o} - o2, (8)
10
Pilot SpacingPs B. Pdf of LLRs a_t Qecoda Output
Figure 2. BER vs. Pg for diff. types of decoder feedback, In [6], the extrinsic decoder LLRs of a BCJR decoder, e.g. a
N = 250002, Fy = 0.02, {1,5,10 lterations, E;,/No = 5dB, BPSK, log-MAP decoder, are modeled with a Gaussian pdf according
(5,7)s systematic coder. = 1/2, fi" =10, fi" = 100 to
_ [ Lodd)? exty2
We are interested in tracking the mutual information be- priguenl(§]x) N< 5 U (oded” ) ©)

tween the encoded BPSK symbal and its corresponding - :
d . . Even though this is a very commonly made assumption -
LLR value L, that evolves during the iterative process. Under, . . oo
: ; almost all literature on EXIT charts relies on this - it is not
the assumption thall = —1 and.X' = + 1 are equally likely and necessarily true, especially not if the decoder input tesul
that p(¢|X) = p(=¢| — X) holds, the corresponding mutual y €SP y P

information is given as [6]: from a fading channel.
9 ' However, to the best of our knowledge, this is the best

TV . _ available model in the literature. Therefore, we also ckdos
[(X;L)=1 /_Oop(€|X = +1) logy [1 + exp (=)l dg, (4) approximate the pdf for the extrinsic decoder feedback by (9
For the case of EXTpINIT decoder feedback, the addition of

where¢ is the realization of the .LLR‘ o the LLRs after the very first iteration, can be considered a
In order to evaluate (4) analytically, it is necessary towno _, .~ . . ) )
:itatlc input into the synchronizer unit. It is, thereforat n

the pdf of the LLRs. Therefore, we are interested in Calemanecessar to consider it during the tracking of the mutual
ing p(¢|z), where x is the BPSK symbol. Note that the results y 9 9

X . information, since it is constant throughout the iterasion
are straightforward to extend to other modulation schemes .
Therefore, we can make use of (9) for convergence analysis.

A. Pdf of LLRs at Synchronizer Output The interesting question is now regarding the pdff2"

Due to the characteristic of extrinsic information, in aeco

dance with e.g. [13], the extrinsic decoder LLR$* can

be assumed to be independent of the interleaved synchro-
I A R nizer output LLRs LS. Therefore, we can compute the

Prigm(lr) = / p(@) prig(Ele, a) da ®) pusn(€]) from (8) and (9) as

For a flat Rayleigh fading channel and imperfect G&§|x)
can be obtained as

wherea is defined a$fz|. In order_to obtairpL[soyun%(ﬂm_, a), we powan(E]T) = pL[S%%(ﬂm) % pLg,m,eX](ﬂx)’ (10)
make use of the pdf of the received data samplgiven the dee ] * )
LMMSE fading estimatéh where « denotes the convolution. The evaluation of (10)

R = 7. 2|2 requires a lot of algebra. Due to space constraints, we just
r,h) = —————-¢ L A . 6 i .
p(ylz, h) (02 +07,) Xp a1, | (6) give the result:
de

, . — . f (oGec)” 1\ z-¢

whereos? , is the variance of the estimation error at positjon pLgveu;apl(ﬂI) =5 &Xp 9 9 - 1 + D)

between two adjacent pilot symbojse {1,..., Ps—1}. Itis ot

shown in the first appendix that, ou (|, @) = p, ou (€], h) ox Tdec €
L. A | sync ’ sync ’ p gf erfc —43g +

and that it is Gaussian with ’ ’ (4¢) V27 V2088

4. 62 8- a2 ext
ou x, a)= N - X, . 7 _ @: — g
pL[syntr]:(E| ) (O’,QL + O—g,p 0'72L + 0'271)) ( ) + exp( gg) erfc < \/5 g \/50'822>‘| ) (11)

In case the inverse of the pilot spacing satisfies the Nyqu\iﬁ&h
rate of the channel process, i.€s < 1/(2 - Fy), o2

C,p
does no longer depend om cf. [11], i.e. 02, = o2 for f- on+oz, S W s
all p. (This only holds formally for an infinite observation o 973 o? — gg_p'

. . . for @ e / 4\/(03 +02) (0} — 2
interval, but is also a valid approximation for finite obsation (o5 + o0)(oh = 02,)




The structure of (11) is similar to the result given in [6]iteration Z(X; Liny) = Z(X;LEW) is a function of o2,
Eq. (45) for perfect CSI. In order to further demonstrate thee, 7(X; LIV) = J (2 ).

. - . dec c,p
correctness of (11) and the validity of the assumption made I . . -
. . Instead of calculating? | by inversion, a heuristic model
in (9) and (10), please refer to Fig. 3. @ep DY

is used. The major advantage of such a heuristic model is the
possibility to model the MSE as dependent on the position

05

-~ 3500 of a data symbol between the two adjacent pilot symbols. If
M °“' - we had chosen to calculate the inversion, a constapt= o
be 03 %m would have had to be assumed. The heuristic MSE is modeled
< o 8 150 according to _ .
ini MSEN, \" 13
S2os MSE = MSEM (p) - [ ——=2ma_ |
- ) \ 375 p) )
o e ot e " whereM SEM (p) and M SET_ denote the analytical MSE for
(a) Plot of Equation (11) (b) Histogram (from simulation) initial estimation (PSAM) at positiop and the analytical MSE
Figure 3. Pdf of LUk N — 2.5. 105, F,; = 0.02, Py = 50, for the case of perfect feedback. The expongigt defined as
By/No = 4dB, (5,7)s systematic code;. = 1/2, fi =10 T(X; LY — T(X; LG (14)
C. Obtaining the Decoder Transfer =7 (X; LEPTY — 7(X; LIgniy”

We obtain the decoder transfer the same way as in, e.g. []\ﬁilwereL[s‘i}#épﬂ denotes the synchronizer output LLRs for the
i.e. assuming the LLRs at the decoder input to be Gaussigdke of perfect decoder feedback tinl for the case of
distributed. Even though this is not true, cf. (8), this SiMp o decoder feedback, respectively. The model is chosen such

fication has been widely used in the literature. Results n@fay it is exact for the case of no feedback and for the case of
depicted here reveal that the decoder transfers for boﬂescaﬁerfect feedback.

almost coincide. The Gaussian assumption has the advanta

that the decoder transfer is independent of the channel. glehe mutual information at the synchronizer input can then

be calculated as )
D. Obtaining the Synchronizer Transfer T(X; LI ) =T(X; L) = yo—t > Ty (02, (055)?)
p

dec c,p?
1) Extrinsic and EXTpINIT Decoder Feedback: In case
we use extrinsic decoder feedback or EXTle\[lIT qecodwhere
feedback as input to the synchronizer, ildf] .= L% or
ync dec Jp (Ug,p’ (03232)

LI = L5 the generation of the input LLRs in order to ec
evaluate the behavior of the synchronizer transfer isgtai - 1_ / ppowan(€] X = +1) logy [1 + exp(—£)] dé
forward. The extrinsic decoder LLRs are generated as random —oo dee
variable according to (9). The parameter that determines g (| X = +1) is defined according to (11). Hence,
input mutual informatiorZ (X ; LIN ) = Z(X; L") js the e g "

) AL Dsyn  “dec the mutual information is calculated for every positiprand
variance of the extrinsic decoder LLR®g5). Thus, one then averaged over all positions.
obtainsZ(X; L") — J((684)2) and it follows

dec In order to evaluate the synchronizer transfer, we generate

(04?2 = JY(Z(X; Llodtedy), (12) the random variables that represent input LLRs as follows:

where J(-) is defined as in [6]. With this result the extrinsic LI = Pl = ploud y plovted, (15)
(rjneuctagia:nfLoLrlfnzt(i:::ﬂb;;%Egri(:)r.ated as a function of the m%ﬁereﬂs‘g}ﬁg can be modeled according to (17).

2) A posteriori Decoder Feedback: Things get fairly  The fading estimatéy, in (17) can be written ag, =
more complicated for a posteriori decoder feedback. As the + ¢, where(-),, denotes the real or imaginary part. It is
synchronizer input is determined by (11), which depends shown in the second appendix, that can be modeled as a
(0§s)* ando? , the relation betweefv§y)® ando? , needs Gaussian random variable according to (21).

to be known. Since? , depends on the synchronizer output of 1o sym up this subsection: It is feasible to approximate
the previous iteration, the knowledge of the decoder temsthe synchronizer transfer for a posteriori decoder feekibac
is indispensable (cf. Section IV-C) to find the relation be@v ¢ there are a lot of possibly erroneous assumptions, i.e.
(0Ge0)” ando? . Hence, for a posteriori feedback it is imposzorrelations between synchronizer and decoder can exist bu
sible to analyze the performance of the synchronization aggk not considered, the channel estimation error is not Gaus
decoding unit separately with a two-dimensional transf@rt  sjan distributed for imperfect decoder feedback, the cabnn
Nevertheless, with the help of the decoder transfer, th@timation error is modeled artificially (cf. (13)). Furtheore,

decoder input mutual informatich( X ; Lic}) is obtained from he synchronizer transfer indispensably depends on the de-
the synchronizer input mutual informatidh(X; LIL). For coder transfer, which makes its generation complicated and
a given AWGN o2, the synchronizer output of the pfeViOU?computationaIIy complex.



V. SIMULATION RESULTS indication whether the system converges or not. The results

. . . . are depicted in Fig. 5. The predicted gain is hormalized ¢o th
In this section, we investigate the accuracy of the mutuglimum achievable gain:

information transfer chart developed in Section IV for #re »
types of decoder feedback. Zoain.2nd_ I(X; LGR2) — Z(X; Ligmnt) (16)

We investigate the scenario of a flat Rayleigh fading syne T(X; LSty — z(Xx; LGenTy 7
channel with maximum normalized Doppler spredd = -
0.02. The spectrum of the channel fading process is d@s already mentionedZ(X; L) and Z(X; L") can
termined by the Jakes Model. The pilot spacing is chos&f calculated analytically. In Fig. 5 (a) it becomes obvjous
to Ps=20 for extrinsic decoder feedback (obeys Nyquishy extrinsic feedback performs so poorly (cf. Fig. 2). The
rate) and Ps=50 for a posteriori decoder feedback and@ain even becomes negative for pilot spacings larger than 25
EXTpINIT feedback (below Nyquist rate). The reason whgomparing Fig. 5 (b) with Fig. 5 (c) and keeping in mind the
a less hostile environment is chosen for extrinsic feedbalko similar concepts, reveals that the actual system behavi

is that otherwise convergence could not be observed. Tilethe second iteration is the same for EXTpINIT feedback
block length isN = 2.5-10° and E;,/Ny=5dB. As initial and a posteriori decoder feedback. However, evidently, pre

filter length we choosg " =10 and for the filter length of diction works more accurately with the concept introduaed i

the iterative LMMSE filterf{" =100. As decoder, we use the Section IV-D.1.
typical maximum-a-posteriori (MAP) decoder. Note that the VI. CONCLUSION
parameters are chosen as for the results depicted in Figd 2 anin this paper, we have investigated code-aided channel
that the qualitative behavior of the transfer charts does nestimation for a flat Rayleigh fading channel. In this cohtex
change if other scenarios, e.g. higher SNR, are consideredve considered two typical types of decoder feedback: esitrin
The results for the convergence analysis are depictedand a posteriori. It is shown that a posteriori feedback eutp
Fig. 4. The dashed lines correspond to the semi-analyti¢atms extrinsic feedback. Additionally, we introduce arthi
results for ZI2=0 and ZI™1=1, the dashed dotted linetype of decoder feedback, called EXTpINIT feedback. This
represents the case of perfect CSl. It should be stressed feadback type is heuristical, but outperforms extrinsid an
these values can also be obtained analytically by making ysasteriori feedback in some scenarios.
of (8) and evaluating (4) ('*' and 'o’ markers). Note that the In order to trace the convergence of code-aided channel
markers perfectly coincide with the dashed and dasheddlot&stimation, we derive the pdf of the synchronizer output and
lines. Let us now first examine the case of extrinsic decodéye decoder output for the case of imperfect CSI. With the
feedback (cf. Fig. 4 (a)). The prediction of the system bairav help of these pdfs, it is possible to trace the convergence
(transfer functions) matches well the real system behdtior behavior for extrinsic and EXTpINIT decoder feedback using
trajectories are plotted). However, a closer look revealals a mutual information transfer chart. It has furthermorerbee
inaccuracies, where the inaccuracy in the prediction of tilkemonstrated that predicting the convergence behavioa for
decoder output is due to the reasons given in Section |V-posteriori decoder feedback is fairly complicated and,i-add
The inaccuracy in the prediction of the synchronizer tranisf tionally, fairly inaccurate. It is solely precise for thecead
mostly connected to the erroneous assumption of a Gausdianation.
distributed decoder output. Regarding the case of EXTpINIT Independent of the decoder feedback type, we show that
feedback, one can say that despite the small inaccuracyin the mutual information at the synchronizer output for aditi
prediction of the decoder output (due to Section IV-C), thehannel estimation, code-aided channel estimation urer t
prediction is fairly accurate. Referring to a posteriorcoger assumption of perfect feedback and perfect CSI can be calcu-
feedback, cf. Fig. 4 (c), the prediction of the synchronizéated analytically.
output does not work at all, except for the second iteration. APPENDIX |
This is due to the erroneous assumptions that needed to belere, it is shown thapL[S%%(ﬂ:c,h):pL[soyun%(ﬂa:,d) and that
made in Section IV-D.2. Note that the decoder transfer ihis Gaussian. From (6), we get
Fig. 4 (c) is different to the two other decoder transfersisTh

is due to the fact that in Fig. 4 (c) a-posteriori informatiom[s‘;l#l:1 p(y|x=—+1,f})
and not extrinsic information is traced. pylz = —1,h)

The results up to now reveal that the prediction of the system 1 (|y _ il|2 Cly+ il|2) _ 4 %{ﬁ*y}
behavior by means of transfer charts works well for extdnsi o2 + 02, o2 +o2

decoder feedback and EXTpINIT decoder feedback. Even 4 51 . .
though it fails for a posteriori feedback, the method stithas = ;2 7,2 {|h| @+ hy (=erz +nr) + hg (—cqz + ”Q)}
an accurate prediction for the very important second iiemat toer (17)
It is the difference between the mutual information aftex th 4
first iteration and after the second iterations that triggbe = ———— (
convergence of code-aided channel estimation. It might not “» o
be possible to predict the number of necessary iterationa fowith n, ~ N (0
(

B2 2+ Rl - me) | (18)
posteriori feedback accurately, but it is possible to ab& error. ()r ané .

, (02 + 02,)/2) andc denoting the estimation

)o denote the real and imaginary part (©f.
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APPENDIX || 2]

The real or imaginary component of the fading estimate can

be written ash,, = h, + ¢,. In this appendix, we calculate the 3]
pdf p, (¢, |k, ). According to Bayes' rule, we write:

p(cvlhw) = p(cv, hy) /p(ho). (19)
p(h,) is Gaussian distributed with variance?/2 and

p(cy, hy) is determined by a bivariate Gaussian distributioris]
with the correlation coefficient:

(4]

= E{cy - hy} Y E{cy - (hy — )} (20) [6]
P /E{2} - E{R2} Tep Oh

Due to the concept of LMMSE channel estimation, (20)[7]
simplifies top, = —o. /0on. Evaluating (19) then yields:

2
pphvoe, Ie,
p(cv|hv) = N uv (1 - p?)) — . (21) (8]
Op 2
[
¢, can, therefore, be written as
co =—hy - 00, /00 + e (22) [10]

In order to make sure that, is appropriately correlated with
its previous/future values, the temporal correlation &f zkro-
mean Gaussian random variableis modeled similarly td,,.

[11]
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