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Abstract—In this paper, we examine synchronization of large
carrier frequency offsets in low signal-to-noise ratio (SNR)
environments. We show that a misadjustment of the receive
filter in terms of its center frequency involves a significant
SNR degradation that cannot be compensated for after receive
filtering. In order to avoid degradations in the bit error rate of
the system, we propose an iterative approach to circumvent this
problem.

I. INTRODUCTION

With the invention of Turbo Codes [1] and the rediscovery
of Gallager’s LDPC codes by MacKay [2], reliable transmis-
sion can be achieved at significantly reduced signal-to-noise
ratios (SNR) as compared to before. However, when burst
transmission is considered, synchronization is a major issue
at these low SNRs.

At low SNRs, carrier frequency offsets that occur due
to oscillator inaccuracies are usually combatted by data-
aided (DA) synchronization algorithms [3]. These algorithms
are commonly subject to a trade-off: they either provide very
accurate estimates of the frequency offset, or they cover
a large frequency range, meaning that they have a large
estimation range. Well-known DA carrier frequency estimators
are e.g. [4], [5] and [6].

All these works consider frequency offset synchronization
after receive filtering. However, if a large frequency offset
(∆fTs � 0.05) is not reduced in the analogue part of the
receiver, it entails a misadjustment of the receive filter in
terms of its center frequency which in turn leads to inter-
symbol interference and an SNR degradation. This degradation
cannot be compensated for after filtering which is intuitively
understandable because signal energy once lost during the
filter process cannot be recovered.

This problem was noticed in [3]. In there, they propose a
bank of filters, where each filter is adjusted to a difference
frequency. After the bank of filters, an energy measurement is
conducted and the filter with the highest energy throughput is
picked. The output signal of this filter is then further processed.
Besides the rather high implementation complexity, the main
drawback of this approach when used in conjunction with low
SNRs is that the probability of a wrong choice of filter is not
zero, resulting again in a performance degradation.

As already indicated, turbo decoding is highly sensitive to
small SNR losses due to a misadjusted receive filter because
its operating point is at the transition from the waterfall
region to the error floor. However, even though DA frequency

synchronization also exhibits a threshold behavior [7], it is
rather robust against small SNR degradation as it is usually
not operated near this threshold. In this paper, we propose
a method to profit from this robustness, by pre-correcting the
(stored) received signal with a DA frequency estimate and then
re-processing it.

We examine the proposed algorithm in the context of DVB–
RCS [8], which is a standard that defines an uplink satellite
channel from domestic satellite terminals. The implementation
of this standard is very challenging due to transmission at
low SNR coupled with short burst lengths and low-cost user
equipment, i.e. unstable local oscillators and therefore high
frequency offsets [9].

The paper is structured as follows: Section II introduces the
considered transmission model and Section III summarizes the
main aspect of DVB–RCS. The approach of iterative receive
filtering is explained in Section IV and simulation results are
shown in Section V. Section VI concludes the paper.

II. TRANSMISSION MODEL

The transmission model considered in this paper is shown in
Fig. 1. Information bits are grouped into packets of length L,
turbo-encoded and mapped onto a modulation alphabet A.
The resulting Kd data symbols are then transmitted over
an additive white Gaussian noise (AWGN) channel together
with Kp pilot symbols. The total number of symbols per burst
is denoted as K =Kd+Kp.

As the DVB-RCS standard defines rather strict constraints
on symbol timing, perfect timing synchronization can be
considered a realistic assumption. The received baseband
signal before receive filtering and decimation is denoted as yl,
where l is the time index corresponding to T = Ts/n, with Ts

being the symbol duration and n being the oversampling
factor. yl can be given as

yl =

(
K∑

k=0

akh(lT − kTs)

)
· ej(2π∆fTl+ϑ) + ñl, (1)

with ak being the transmit symbol at sampling instant k and h
being the non-causal RRC filter impulse response according
to [8] with roll-off factor α = 0.35. ñl denotes the samples of
complex-valued AWGN before filtering. The received symbol
at sampling instant k after (ideal) matched filtering is given
as

rk = ak · ej(2π∆fTsk+ϑ) + nk. (2)
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Fig. 1. System model of proposed approach

Note that in case of non-ideal receive filtering rk contains
distortions due to inter-symbol interference and suffers from
an SNR loss.

Unit energy symbols are assumed, i.e. Es = |ak|2 = 1.
Furthermore, nk are the filtered samples of complex-
valued AWGN with independent real and imaginary parts, each
having zero-mean and variance N0/(2Es). In addition to the
noise component, a phase offset ϑ and a frequency offset ∆f
are introduced by the physical channel and the local oscillators.
As the DVB–RCS standard employs short bursts, phase and
frequency offset can assumed to be constant for the duration
of one burst.

For later use, we define the K-dimensional vector r and
the (n ·K)-dimensional vector y as the concatenation of the
symbols rk and yl, respectively.

III. DVB–RCS PARAMETERS

DVB–RCS disposes two types of traffic bursts, the ATM
burst with the length L = 424 and the MPEG2 burst
with L = 1504. As the waterfall region for a turbo coded frame
is usually more distinct the longer the frame is, the MPEG2
burst is more critical for our problem. Therefore, we limit our
investigations on the MPEG2 burst. As DVB–RCS makes use
of frequency hopping, bursts are generally neither transmitted
in consecutive time-slots nor at the same frequency. Thus,
receiver synchronization needs to be performed burst by burst.

Since DVB–RCS terminals are supposed to be rather low-
cost, the frequency offset can be significant [9]. An offset of
up to 20kHz may occur. Depending on the symbol rate, this
may result in normalized offsets ∆fTs up to 0.32, that cannot
be handled by the receive filter. Therefore, one has to deal with
a pre-compensation before matched filtering at the receiver.

Earlier investigations in [10] have shown that for DA fre-
quency synchronization a pre-/mid-/postamble (P-M-P) struc-
ture with a percentage η = Kp/K = 0.08 is close to
optimal for the MPEG2 burst. The P-M-P pilot constellation
is dimensioned such that pre- and postamble consist of Kp/4
each. The residual Kp/2 pilot symbols are distributed equally
between pre- and postamble.

IV. FREQUENCY SYNCHRONIZATION PRIOR TO MATCHED

FILTERING

As the received signal before matched filtering suffers from
aliasing, data-aided frequency synchronization is usually per-

formed after the receive filter. However, when large frequency
offsets occur due to oscillator inaccuracies, the (no longer
matched) receive filter cuts off a significant amount of signal
energy. The SNR degradation versus the frequency offset is
illustrated in Fig. 2 for different roll-off factors. The filter
given in [8] uses the roll-off factor α = 0.35. Note that the
higher the roll-off factor is chosen, the less energy is lost due
to a misadjusted receive filter.
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Fig. 2. SNR loss of the receive filter versus ∆fTs

In order to circumvent this SNR degradation, one common
approach, which is for instance described in [3], uses a bank
of NMF filters as shown exemplarily in Fig. 3. The choice of
the correct pre-correction ∆̃fj , and therefore of the best filter,
is usually based on an energy measurement. Hence, the signal
from the output of this filter is chosen for further processing.

However, especially at low SNR the choice of the filter
is not forcefully optimal. Even if a correct choice could be
guaranteed, the resolution can never be as accurate as in our
approach and definitely involves an SNR loss.

In our approach that is depicted in Fig. 1, we store the
received signal y(0) before receive filtering. We then filter it
with the root raised cosine filter defined in [8] and obtain
the signal r(0). As already indicated in the introduction,
this receive filter is no longer matched due to the (large)
frequency offset of the channel. Therefore, r(0) suffers from
an SNR degradation as indicated in Fig. 2. However, accepting



C
ho

ic
e

of
M

at
ch

ed
Fi

lte
r

h

h

h

h

y

r[1]

r[2]

r[NMF −1]

r[NMF ]

r = r[j]

e−j2π∆̃f1Tl

e−j2π∆̃f2Tl

e−j2π∆̃fNMF −1Tl

e−j2π∆̃fNMF
Tl

Fig. 3. Filter bank approach from [3]

this degradation and performing data-aided (DA) frequency
estimation anyway, yields estimation results for the frequency
offset that are hardly degraded by the SNR loss (due to the
relatively weak slope of the attainable mean squared estimation
error (MSEE) versus the SNR. The respective MSEEs

εMSE
{
∆f̂Ts

}
= E

{
(∆f − ∆f̂)2T 2

s

}
(3)

are shown in Tab. I.

TABLE I
MSEE FOR DA FREQUENCY ESTIMATION BASED ON r(0) ;

Eb/N0 = 1.2 DB; r = 1/3

εMSE
{
∆f̂Ts

}
∆fTs = 0 1.05 · 10−10

∆fTs = 0.05 1.07 · 10−10

∆fTs = 0.1 1.14 · 10−10

∆fTs = 0.2 1.42 · 10−10

∆fTs = 0.3 1.82 · 10−10

Making use of this estimate ∆f̂Ts, the received signal y(0)

is corrected, yielding:

y
(1)
l = y

(0)
l · e−j(2πl∆f̂T ). (4)

The sequence y(1) consisting of the concatenation of all y
(1)
l

is then again processed by the receive filter and, subsequently
synchronized in frequency and phase. Since the estimation
performance obtained in the first iteration is accurate enough
for the given offsets, it is sufficient to have one single
iteration between the DA frequency synchronization unit and
the matched filter. Therefore, the i in Fig. 1 is either zero or
one.

For details concerning the utilized DA frequency estimator
and DA phase estimator, please refer to [10]. It is important
to note that the estimators are efficient in the considered
SNR region, meaning that their mean squared estimation error

(almost) coincides with the DA Cramér-Rao Bound for the
considered pilot constellation.

V. SIMULATIONS

As already indicated in Section III, the simulation results in
this paper are presented for the MPEG2 burst with L = 1504.
Details concerning the code and the interleaver can be found
in the standard [8]. The modulation is Gray-mapped QPSK.
We consider a code rate of r = 1/3.

Fig. 4 shows the convergence in terms of the frame error rate
(FER) versus the number of turbo decoding iterations. The
curves correspond to different initial frequency offsets ∆fTs.
Please note that in Fig. 4(a) the curve with the hexagram
markers, corresponding to ∆fTs = 0.3, is not missing, but is
underneath the curve with the diamond markers (∆fTs = 0.2)
and that all curves coincide in Fig. 4(b).

Fig. 4(a) depicts the results that are obtained when both
synchronization and detection are performed after receive
filtering the sequence y(0). As already indicated, these results
severely suffer from the SNR degradation due to the fact that
the filter is no longer matched. As a turbo code is employed
for error protection, this SNR loss has fatal effects on the FER
due to its operating point near the waterfall region.

The results shown in Fig. 4(b) are based on the proposed
approach depicted in Fig. 1. The signal y(0) is here filtered
and subsequently used for DA frequency synchronization.
Afterwards, frequency pre-compensation according to (4) is
applied. Then, y(1) is newly filtered yielding r(1). This
sequence is then used for DA synchronization (frequency and
phase) and afterwards for detection. It is visible, that at the
cost of slightly increased complexity (receive filtering and DA
frequency synchronization is performed twice) an enormous
performance gain for large frequency offsets ∆fTs can be
obtained, as compared to a system where the detection is based
on r(0).

A FER comparison of our approach against the system
shown in Fig. 3 is not carried out for two reasons. Firstly,
as due to the discreteness of trial frequencies ∆f̃ in Fig. 3,
it is clear that its performance will be degraded as compared
to our approach. Secondly, its complexity is higher (due to
multiple filtering of the signal).

Note, that it is possible to further refine the frequency and
phase estimate by a turbo synchronization unit, as proposed
in [11]. However, investigations in [10] have shown that the
performance gains in terms of the achievable FER are barely
visible for the MPEG2 burst in the context of DVB–RCS.
There, it is demonstrated that the accuracy of a feed-forward
DA frequency and phase synchronization is sufficient.

VI. CONCLUSION

The main issue with large frequency offsets is that the
receive filter is no longer matched and, thus, entails inter-
symbol interference and a loss in the SNR. These degradations
may be fatal for turbo coded systems as they are usually
operated at the transition from the waterfall region to the
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Fig. 4. FER vs. Iterations; L = 1504, Eb/N0 = 1.2 dB, r = 1/3, η = 0.08, QPSK

error floor. In this paper, we demonstrate that DA frequency
estimation is relatively robust against distortions due to non-
ideal receive filtering. We make use of this robustness and
produce a frequency estimate that is subsequently used to pre-
correct the (stored) received signal before receive filtering.
Afterwards, matched filtering, synchronization and turbo de-
coding is performed on this pre-corrected sequence. We show
by means of simulation that the performance gain achievable
by this approach is high.
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